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Abstract. This study investigates the suitability of modern generative models for the automatic generation of educational task texts. In the first part of the study, we conducted a bibliometric mapping of the research field related to automatic question generation, utilizing three databases: Lens, Dimensions, and the ACM Digital Library. In the second part, we compared the capabilities of three generative systems (ChatGPT-3.5, YaGPT, GigaChat) to formulate various types of assignments based on a textbook content: multiple-choice questions, open-ended questions, and essay topics based on a given text fragment. The source material was a fragment of a fifth-grade biology textbook describing the difference between living and non-living things. The evaluation encompassed an assessment of the models’ ability to generate diverse question variants, their proficiency in recording these questions in JSON format for integration into digital platforms, and the correctness of the questions in terms of grammar, relevance, and pedagogical appropriateness.
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Аннотация. В работе исследовалась пригодность современных генеративных моделей для автоматического создания текстов учебных задач. В первой части работы мы провели библиометрическое картирование поля исследовательских работ, связанных с автоматической генерацией вопросов. В качестве источников были использованы три базы данных: Lens, Dimensions и Digital Library ACM. Во второй части работы мы сравнивали возможности трех генеративных систем (ChatGPT-3.5, YaGPT, GigaChat) формулировать на основе текста учебника задания различных видов: вопросы с вариантами ответа, вопросы с открытым ответом, темы эссе по заданному фрагменту текста. В качестве исходного материала был взят фрагмент текста учебника по биологии для пятого класса, в котором описывалось различие живого и неживого. Для каждой из поставленных задач оценивалась способность генеративной модели формулировать разнообразные варианты вопросов, записывать вопросы в формате JSON, корректность создаваемых моделями вопросов.
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Introduction

The topic of automatic generation of learning tasks has gained significant relevance in recent years, particularly due to the advent of advanced generative artificial intelligence models (GenAI). This research area merges the techniques of automatic task generation or educational material generation with computer programming methods and technologies and has the potential to revolutionize the way we approach education. The automatic generation of learning tasks can be applied across a wide range of educational fields, including but not limited to mathematics, physics, languages, and computer science. The importance of this technology becomes evident when we consider its potential applications. One of the most significant applications is in the realm of adaptive learning. This involves the creation of personalized learning tasks that are tailored to suit the individual needs and knowledge level of each student. This not only makes learning more efficient, but also ensures that the student is engaged and challenged at an appropriate level. Another key application is in mass learning. The technology can provide a large number of students with learning materials that can be dynamically generated. This could potentially revolutionize the way education is delivered, particularly in large-scale educational institutions or online learning platforms. The technology also has significant implications for testing and assessment. It can be used for the creation of test tasks and the evaluation of student results. This could streamline the assessment process and make it more objective and efficient. Furthermore, the technology can be used for content creation automation. This involves the automatic generation of training materials, tutorials, and other educational content. This could significantly reduce the workload of educators and allow them to focus more on teaching and less on content creation. Finally, generative models and large language models in particular present new opportunities for the creation of personal educational assistants, which will support students in their learning process through natural language interactions.

The automatic task generation technology employs machine learning, artificial intelligence, and optimization algorithms to create a variety of tasks. These tasks take into account various parameters, such as the complexity of the task, the student’s knowledge level, and the learning context. However, it is important to note that the creation of automatic learning tasks is not a straightforward process. It is a complex task that may require significant effort to ensure the quality and effectiveness of the educational process. It is also important to understand that automatic task generation is not a panacea. It should be viewed as an additional tool in the educational process, rather than a replacement for professional teachers and experts.
Automatic question generation: 
A bibliometric mapping of the research literature

To identify the most promising direction for development, we conducted a mapping of the bibliometric field related to the topic at hand. Specifically, we mapped bibliometric information on the topic of generating educational tasks and questions. To do this, we utilized three of the largest and currently accessible in Russia bibliographic databases: Lens, Dimensions, and the ACM Digital Library.

Lens (www.lens.org) is a free bibliographic database that provides access to scientific information, with a particular emphasis on patents and patent citations. This makes it a valuable resource for identifying trends and developments in the field of educational task generation.

Dimensions (app.dimensions.ai) is a scientific database that covers various types of scientific publications, grants, and patents. This comprehensive coverage allows us to gain a broad understanding of the research landscape in the area of educational task generation.

The ACM Digital Library (dl.acm.org) is a platform that hosts a variety of articles and reports related to computer science and technology. This makes it particularly relevant for our research, as the automatic generation of educational tasks often involves the use of such technologies.

For each of these databases, we formulated identical queries requesting publications on the topic of automatic generation of educational tasks. The general schema of the query is as follows:

[All: “automatic question generation”] AND [E-Publication Date: (01/01/2010 TO 12/31/2023)]

As a result of our research, we collected a substantial body of research on the topic of automatic generation of educational tasks. We obtained a sample of 60 articles from the ACM Digital Library, a sample of 152 articles from Lens, and a sample of 342 articles from Dimensions. These numbers provide a rich dataset for our bibliometric analysis. All records were saved and verified in Zotero, a bibliographic manager (Winslow et al., 2016). This tool was instrumental in organizing and managing the large volume of data we collected. It allowed us to efficiently sort and categorize the articles, making the subsequent analysis more manageable.

Following the verification process, the data was presented in the form of maps using VOSviewer, a software tool for constructing and visualizing bibliometric networks (Ginting, 2023; Al Husaeni, & Nandiyanto, 2022). These networks made up researchers or individual publications, and they provide a visual representation of the relationships between these entities.

The mapping of materials from the ACM Digital Library was particularly illustrative, as the library’s materials are detailed and structured using keywords. This allowed us to identify clusters of related articles and visualize the landscape of research on the automatic generation of educational tasks.
The division of words into clusters is presented in the figure 1.

Fig. 1. ACM DL keyword clusters on learning tasks generation
Рис. 1. Кластеры ключевых слов ACM DL по формированию учебных задач

To provide a more detailed view of the data, with the ability to navigate and examine individual groups, we have provided a link to an interactive feature (https://app.vosviewer.com/?json=https://drive.google.com/uc?id=1T1jR3taER-r1Ax-JMuqSg-8enZ6rFFQL).

This feature allows for a deeper exploration of the research landscape, enabling users to delve into specific areas of interest and uncover patterns and trends that may not be immediately apparent from a high-level overview.

Figure 1 clearly distinguishes two clusters of research. On the left side, we can see a cluster related to crowdsourcing for question creation and verification, which includes topics such as question answering, data-driven text generation, and crowdsourcing. On the right side, there is a cluster related to automatic generation, which includes artificial intelligence, automatic generation, and student engagement. In our subsequent analysis of the publications, we paid particular attention to the relationship between automatic question generation and the subsequent crowdsourcing verification of their quality. This is a significant area of interest as it combines the power
of artificial intelligence with the collective intelligence sourcing, potentially leading to more effective and efficient educational task generation. Content generation systems, as reviewed in references (Wu et al., 2023; Cao et al., 2023), offer options for content generation either with the support of artificial intelligence (AI-assisted writing, AIAW) or entirely by artificial intelligence (AI-generated writing, AIGW). The authors emphasize that content generation programs can be configured to adhere to formal rules for creating educational and assessment materials. The strength of these systems lies in their ability to from text format into other formats, expanding the range of potential applications.

Of practical interest is the review of automatic question generation systems (Mulla, & Gharpure, 2023), in which the authors formulate the problem of question generation, group question creation systems, and highlight individual question generation systems related to specific knowledge domains. This review provides valuable insights into the current state of the field, offering a comprehensive overview of the various systems and methodologies being employed. It also identifies potential areas for future, particularly in the context of domain-specific question generation. This could lead to more targeted and effective educational tasks, enhancing the learning experience for students in those specific domains.

Among the works dedicated to question generation in the ACM digital library, it is important to highlight a review (Zhang et al., 2021) that discusses the challenges of creating questions for learning systems and the various levels of text that can be utilized for question generation. This review provides a comprehensive examination of the complexities involved in question creation, including the consideration of different text levels, from simple sentences to complex paragraphs, as potential sources for question generation. This multi-level approach to question generation offers a more nuanced understanding of the process, potentially leading to more effective and engaging learning materials. Another notable work is a study on the crowdsourcing evaluation of multiple-choice questions in mathematics and chemistry (Moore et al., 2023). This study explores the potential of crowdsourcing as a tool for assessing the quality of automatically generated questions. By tapping into the collective intelligence of a crowd, this approach could offer a more robust and reliable evaluation method, ensuring that the generated questions are both accurate and effective in assessing student understanding.

A third work of interest is a study on question generation based on image analysis (Patil, & Patwardhan, 2020). This approach could be particularly significant in generating questions in fields such as biology, chemistry, and medicine, where visual information plays a crucial role. Incorporating image analysis into the question generation process, this approach could lead contextually relevant and engaging questions, enhancing the learning experience in these visually oriented fields.

Among the publications found in the Dimensions database, noteworthy are a review of automatic multiple-choice question generation systems (Madri, & Meruva, 2023) reviews of methods for automatic generation of texts, questions, and answers
(Goyal et al., 2023a; Goyal et al., 2023b), and a study on the evaluation of automatically created tests for medical education (Falcão et al., 2023). These publications offer valuable insights into the current state of automatic question generation, highlighting various methodologies and their applications in different fields.

In the Lens database, a description of a framework for generating multiple-choice questions (Kumar et al., 2023) and a study on the generation of multiple-choice questions, one of the results of which was the creation of a training chatbot (Panchal et al., 2021), were highlighted. These works demonstrate the versatility of automatic question generation, showcasing its potential applications in diverse contexts, from traditional assessment methods to more innovative approaches like chatbots.

The application of GenAI in education is observed to be uneven, with the most significant breakthroughs seen in the realm of computer science education. This is largely attributed to the fact that the neural network was trained on materials from the GitHub repository, and the potential for using artificial intelligence in teaching programming has been explored for quite some time. In the last two years, several studies have been conducted that highlight the capabilities of GenAI in this field. One study (Finnie-Ansley et al., 2022) investigated the ability of robot-agents to solve problems in the field of computer science. This research valuable insights into how AI can be used to automate problem-solving, potentially freeing up more time for educators to focus on other aspects of teaching. Another study (Kim et al., 2021) focused on how a program can explain to a student the process of obtaining solutions. This research underscores the potential of GenAI as a teaching tool, capable of providing detailed explanations and step-by-step guidance to students, thereby enhancing their understanding of complex concepts. A third study (Suh, & An, 2022) explored the use of GenAI in creating conditions for learning computational thinking through comics. This innovative approach demonstrates how GenAI can be used to make learning more engaging and interactive, potentially increasing student motivation and interest in the subject matter. In another study GenAI was used to simulate an educational microworld similar to the well-known Boxer learning system (Lewis, 2022). This research showcases the potential of GenAI in creating immersive and interactive learning environments, which can provide students with a more hands-on and engaging learning experience. Finally, a study (Jonsson, & Tholander, 2022) focused on generating situations where students are required to solve problems together with GenAI. This research highlights the potential of GenAI in promoting collaborative problem-solving, a key skill in today’s increasingly interconnected and complex world. By working together with AI, students can develop their problem-solving skills while also gaining a deeper understanding of how AI works.

The conducted study resulted in the selection of the following main directions according to the types of content and the logic of its use in the educational process. When considering possible approaches to implementation, we imposed a restriction on the possibility of using Russian implementations of large language models. This is related both to certain limitations on the use of such popular international
products as ChatGPT, and to the fact that it is important for us to have a high-quality interaction in the Russian language, which is not yet well-possessed by the newly available open-source language models such as LLaMA or similar ones. However, possibly due to their low hardware resource requirements, this latter class of models may potentially be the most promising for use in mass practical implementations in case satisfactory Russian language implementations become available. This effectively narrows the spectrum of possible solutions today to solutions from two Russian providers: Yandex (YaGPT) or Sberbank (GigaChat and ruGPT-3).

**Possible Approaches to Generating Educational Tasks**

Two potential methods for creating educational tasks using generative artificial intelligence include using an existing task dataset or textbook content. When using an existing task dataset, a large language model, like ruGPT-3, is fine-tuned on the dataset to generate tasks on specific topics (see Fig. 2).

![Fig. 2. Generation of tasks using fine-tuned LLM](image)

Рис. 2. Генерация задач с использованием тонкой настройки LLM

However, this approach has several limitations. Firstly, the quality and diversity of the generated tasks are dependent on the original dataset. If the dataset is flawed or lacks diversity, the tasks generated may be incorrect or inadequate. Secondly, the automatic generation of tasks may limit creative thinking as it’s based on set algorithms and rules. While AI models can mimic patterns, they may not replicate the creativity a human teacher can bring. Lastly, automatically generated tasks may not always consider the learning context or curriculum needs. Some tasks may not be relevant to the current learning material, potentially hindering students’ educational progress.

The proposed research will conduct an experiment with dialogue language models YaGPT and GigaChat to evaluate their ability to generate tasks from textbook excerpts automatically (so-called content-augmented generation). This method
doesn’t require re-training the model but does require careful evaluation of the tasks’ appropriateness (see fig. 3).

The approach’s benefits include better consistency with educational material, improved understanding of the course context, and the ability to generate more organized tasks due to the structured nature of textbooks. However, the method has limitations, including limited task diversity, incomplete textbook coverage, interpretation difficulties for machine learning algorithms, and a potential lack of creativity in task creation.

A Comparative Study of ChatGPT-3.5, YaGPT, and GigaChat

In the second part, we compared the capabilities of three generative systems (ChatGPT-3.5, YaGPT, GigaChat) to formulate various types of assignments based on textbook fragments: multiple-choice questions, open-ended questions, and essay topics based on a given text fragment. The source material was a fragment of a fifth-grade biology textbook. The selected passage discusses the differences and similarities between living and non-living things, that both are composed elements, but in different proportions. It emphasizes that living organisms have unique characteristics like cellular structure and metabolism, which are absent in non-living entities. The text also explains that life processes in living organisms, including nutrition, respiration, and excretion, ensure a continuous flow of matter and energy. The fragment size was 3404 characters including spaces.

In our study, we conducted a comprehensive evaluation of the capabilities of various generative models in several key pedagogical areas. This assessment was designed to provide a robust understanding of the potential and limitations of these generative models in the context of automated educational task generation, a burgeoning field with significant implications for the future of education. The first parameter we assessed was the models’ ability to formulate a diverse range of question variants. This aspect is of paramount importance in maintaining student engagement.
and ensuring a thorough understanding of the educational material. The ability to generate a variety of questions from a single piece of text allows for a more comprehensive exploration of the topic at hand, thereby promoting a deeper level of understanding among students. This parameter was rated on a scale from 1 to 5, with 5 indicating excellent performance in question diversity.

The second parameter we evaluated was the models’ capability to record these questions in JSON format. This feature is essential for the seamless integration of the generated questions into digital learning platforms. As education increasingly moves towards digital platforms, the ability to easily incorporate generated questions into these systems becomes increasingly important. This parameter was also rated on a scale from 1 to 5, with 5 indicating a high degree of compatibility with digital learning platforms. Lastly, we examined the correctness of the questions generated by the models. This involved an in-depth analysis of the grammatical accuracy, relevance to the source material, and the pedagogical appropriateness of the questions. Ensuring that the generated questions are grammatically correct, contextually relevant, and pedagogically sound is crucial for their effective use in an educational setting. This parameter was rated on a scale from 1 to 5, with 5 indicating a high degree correctness.

Multiple-choice questions are a popular form of assessment in many academic fields. They consist of a question or statement, followed by several possible answers, typically four or five, from which the student must choose the correct one. The main advantage of this type of assignment is its objectivity, as the answers are either right or wrong, leaving no room for interpretation. It allows for easy grading and is efficient for testing a wide range of knowledge in a short period. However, it may not fully assess a student’s depth of understanding or critical thinking skills.

The following prompt was used for generating multiple-choice questions in the study:

«Imagine that you are a biology teacher for younger students. Formulate 5 questions, each with five answer options, pertaining to the following text: <<TEXT>>>»

<table>
<thead>
<tr>
<th>Comparative Evaluation of Models for Multiple Choice Question Generation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Сравнительная оценка моделей генерации вопросов с множественными вариантами ответов</td>
</tr>
<tr>
<td>Question Diversity</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>Digital Platform Compatibility</td>
</tr>
<tr>
<td>Question Correctness</td>
</tr>
</tbody>
</table>

Open-ended questions, on the other hand, require students to formulate their own responses. These questions are designed to evaluate a student’s ability to apply, analyze, and synthesize information. They encourage critical thinking and allow students to express their understanding in their own words. These questions can
provide a deeper insight into a student’s comprehension, they can be time-consuming to grade due to the need for individual evaluation and feedback.

The following query was used for generating open-ended questions in the study:

«Envision yourself as a biology teacher for younger students. Formulate 5 open-ended questions pertaining to the text enclosed in square brackets. Provide the correct answer for each question. [<<TEXT>>]»

Table 2 / Таблица 2

<table>
<thead>
<tr>
<th></th>
<th>ChatGPT-3.5</th>
<th>YaGPT</th>
<th>GigaChat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Question Diversity</td>
<td>5</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Digital Platform Compatibility</td>
<td>5</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Question Correctness</td>
<td>5</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

Essay topics based on a text fragment are a common assignment in literature and language courses. In this type of assignment, students are given a piece of text and are asked to write an essay related to it. The essay could be an analysis of the text, a discussion of themes, or a response to the ideas presented. This type of assignment encourages close reading, critical analysis, and thoughtful interpretation. It allows students to deep into the text and demonstrate their understanding and analytical skills. However, it can be challenging as it requires a high level of comprehension, writing skills, and the ability to construct a coherent and persuasive argument.

We asked each generative model to devise 5 essay topics based on a given text fragment. The following request was used:

«Envision yourself as a biology teacher for younger students. Formulate 5 short essay topics related to the text enclosed in square brackets. For each topic, list the key points (a couple of words each) that should be reflected in the student’s response. [TEXT>>]»

Table 3 / Таблица 3

<table>
<thead>
<tr>
<th></th>
<th>ChatGPT-3.5</th>
<th>YaGPT</th>
<th>GigaChat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topic Diversity</td>
<td>5</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Digital Platform Compatibility</td>
<td>5</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Topic Correctness</td>
<td>5</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

Conclusion

Our study has highlighted the potential of GenAI for automating the generation of educational tasks and their subsequent validation, marking a significant departure from traditional algorithmic methods. The emergence of large language
models has ushered in a new era in educational task generation, enabling innovative approaches.

We explored various generative models, including ChatGPT-3.5, YaGPT, and GigaChat, assessing their capabilities in terms of question diversity, compatibility with digital platforms, and question correctness. Our analysis showed that these models have the potential to enhance student engagement and understanding by formulating a wide range of question variants. They also demonstrated the ability to record these questions in JSON format, ensuring easy integration into digital learning platforms. However, the quality of the questions varied in terms of grammatical accuracy, relevance to source material, and pedagogical appropriateness. Among the models evaluated, ChatGPT-3.5 showed superior performance in all characteristics. Importantly, these generative models offer the potential to create educational tasks across a broad spectrum.

These outcomes underscore the feasibility of leveraging GenAI to autonomously generate test tasks using a content-augmented approach. After comprehensive evaluation, we have determined that this approach stands out as the most effective means to mitigate potential drawbacks associated with automatically generated content, while offering extensive practical utility.

Furthermore, it provides a clear trajectory for further research and development aimed at practical implementation, promising enhanced educational experiences for students and educators alike.
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